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Abstract| The NASA scatterometer (NSCAT) collected
Ku-band scatterometer measurements from Sept. 1996
to June 1997. These data are converted high resolution
six day images of the polar regions through the use of
the scatterometer image reconstruction with �lter (SIRF)
algorithm. SIRF produces images of A and B where A
is �o at 40� incidence and B is the incidence angle de-
pendence of �o. A simple four-dimensional classi�cation
technique is proposed which uses the dual polarization
parameters Av , Ah, Bv , and Bh. A k-means clustering
classi�cation can be used to separate pixels of the im-
ages with di�ering scattering mechanisms. This method
also adapts to the seasonal characteristics of cluster migra-
tion by converging to the locally optimal cluster centroids.
While validation data was not available at the time of this
writing, the method is shown to have high correlation with
the NSIDC SSM/I derived multiyear ice maps.

INTRODUCTION

Polar sea ice plays an important role in controlling the
global climate. For example, it strongly a�ects the heat
transfer and water exchange cycles. Hence a knowledge
of ice thickness and other characteristics is scienti�cally
useful information. Several methods have been employed
in the past to classify polar sea ice. Some of these use high
resolution SAR data for the classi�cation. These methods
have been very successful during certain times of the year
when scattering characteristics are most distinct. How-
ever, while they yield good classi�cation at high spatial
resolution, SAR data has low coverage. Microwave scat-
terometers, on the other hand, o�er regular observations
of the polar regions with much broader coverage and mul-
tiple incidence angles although the spatial resolution of
the measurements are lower.
The NASA scatterometer (NSCAT) is a Ku-band, dual

polarization instrument that ew from Sept. 1996 through
June 1997. While NSCAT data is no longer available,
two more Ku-band scatterometers are slated for launch in
late 1998 (QuikSCAT) and early 2000 (Seawinds). Thus,
techniques developed for NSCAT data can conceivably be
extended to QuikSCAT and Seawinds in the future. The
nominal resolution of NSCAT measurements is approxi-
mately 25-50 km. However, the scatterometer image re-
construction with �lter (SIRF) algorithm can be used to
combine 6 days of dual polarization polar measurements
to produce images at a spatial resolution of 8-10 km [1].

Over an incidence angle range of 20�-55�, �o is essentially
a linear function of incidence angle: �o = A + B(� -40�),
where A is �o at 40� incidence and B is the incidence an-
gle dependence of �o. SIRF produces images of A and B
for both vertical and horizontal polarizations. The pixel
values of these images are used in the four dimensional
classi�cation of ice scattering characteristics.
This paper is organized as follows. Section 2 discusses

various ice types and their scattering characteristics. In
section 3 the proposed ice classi�cation technique is pre-
sented. Section 4 gives the results. The conclusions are
given in the �nal section.

ICE TYPES AND SCATTERING SIGNATURES

Four ice types were chosen for this study: multiyear (MY),
rough �rst year (RFY), smooth �rst year (SFY), and ni-
las. Each ice type has characteristic scattering signatures
in the four NSCAT parameters. Several factors inuence
these signatures: surface roughness, salinity (dielectric
properties), snow cover, and the distribution of inhomo-
geneities such as brine pockets [2].
Multiyear ice typically has a very deformed surface with

low salinity and low absorptive loss. Volume scattering is
characteristic of MY ice as well as rough surface scatter-
ing. Consequently, the A values for multiyear ice are very
high while the B values are also high (ie. low gradient).
Rough �rst year ice is well deformed, rough surface ice

due to the motion of the ice sheet. High salinity and
loss causes the dominant scattering mechanism to be the
rough surface, rather than volume scattering. As a result
medium to high A and B values are predicted.
Smooth �rst year ice is generally undeformed, relatively

young ice with thicknesses greater than about 60 cm. The
high salinity and loss yield medium to low A values and
low B values.
Nilas is thin, smooth ice that forms under calm condi-

tions usually in polynyas or open leads. It generally has
a short life span due to the deformation induced by wave
action. This ice type has very low A and B values.
Scattering signatures of di�erent ice types are most dis-

tinct during the winter months. At this time moisture lev-
els in the snow cover on the ice are at a low and snow ab-
sorption and scattering become less of a factor. However,
as surface temperatures increase and the water content
rises, permittivity also increases. This causes the scatter-
ing signatures to have more overlap. As a result, ice types



are less distinguishable using microwave data during the
warmer seasons. Kwok et al. [3] introduced a seasonally
dependent SAR classi�cation technique that uses surface
temperature and season information to index a scattering
look-up table to compensate for the seasonality of scatter-
ing signatures.

NSCAT ICE CLASSIFICATION

For the NSCAT ice classi�cation, the dual polarization A
and B images were �rst ice masked using an NSCAT ice
masking algorithm [4]. A pixel by pixel four-dimensional
classi�cation is performed using the k-means clustering al-
gorithm [5]. The k-means algorithm requires an initial es-
timate of the cluster centroid for each ice type. It classi�es
the pixels using a minimum distance criterion. Once all
pixels have been classi�ed, k-means computes the sum of
squared distances for each ice type cluster. An iterative
process is then followed to optimize the clustering. For
each pixel, k-means observes whether moving that pixel
to another cluster will decrease the overall sum of squared
distances. If it does, the cluster centroids are recomputed
as the means of the new clusters. Minimum distance re-
classi�cation is performed using these centroids. The al-
gorithm iterates until centroids converge.
The k-means clustering method is desirable for sea ice

classi�cation due to the dynamic nature of ice type scat-
tering signatures throughout the year. If the initial clus-
ter centroid estimates are not accurate due to a temporal
shift of the centroid, k-means will ideally converge to the
true centroid or at least a better estimate of it. Thus,
the modi�ed cluster centroids given by k-means for a par-
ticular image can be used as the initial cluster centroid
estimates for a k-means classi�cation of the next sequen-
tial image. Ideally, this process tracks migrating centroids
through the four-dimensional parameter space throughout
the seasonal cycle.
Since k-means is a minimum distance classi�er, if the A

and B values are not scaled appropriately, one parameter
may be given far more weight in the classi�cation. For this
reason, the A and B values are linearly scaled such that
both range over approximately 0 to 1 giving equal weight
to A and B in the classi�cation. In the SIRF reconstruc-
tion the B estimates are inherently more noisy than the
A estimates. For this reason, the A values are weighted
further by a factor of two making the classi�cation more
dependent on A than B. Due to the unavailability of val-
idation data for this experiment, the weightings could not
be optimized.
Lack of validation data presents a problem for training

the algorithm as well. Without an ice type reference the
initial cluster centroid estimates must be based on theory
alone. However, in the Arctic, there are regions near the
pole that are almost completely MY ice during the winter
time. A small region is chosen within the MY portion of

the ice sheet. The probability distribution of this region is
observed for each parameter. The medians of each of these
distributions are used for the initial MY cluster centroid
estimates. Similarly, three other regions are chosen from
areas that have RFY-like, SFY-like, and nilas-like scatter-
ing signatures. The medians used in the cluster centroids
estimated from NSCAT data during the period 1997 JD
4-9 are shown in Table 1.

RESULTS

The k-means classi�cation is applied to NSCAT SIRF im-
ages from 1997 JD 4-9. The data is �rst scaled as dis-
cussed, then fed into the k-means algorithm. The resulting
classi�ed image is shown in Figure 1. Three levels of gray
are shown. Very few pixels had nilas-like signatures and
are not observable in the �gure at the printed scale. While
no surface information is available to con�rm the RFY,
SFY, and nilas classes, the MY location can be compared
with the NSIDC SSM/I derived MY ice concentration im-
ages. Figure 2 shows the average NSIDC MY ice concen-
tration for 1997 JD 4-9 thresholded at 36%. Clearly, there
is a high correlation in the location of NSIDC 36% MY
ice and the NSCAT MY ice estimate.
While the RFY, SFY, and nilas classi�cations remain

unvalidated, we can observe the temporal variations of re-
gions classi�ed as these types. Three more NSCAT SIRF
image sets were classi�ed using the k-means technique.
The imaging periods were 1997 JD 1-6, JD 7-12, and JD
10-15. A selected region around Greenland is displayed
for each of these time frames in Figure 3. This time series
illustrates that the scattering characteristics being classi-
�ed have temporal continuity.

CONCLUSIONS

This study shows that NSCAT data is useful in the clas-
si�cation of polar sea ice. A four-dimensional minimum
distance classi�er is constructed using the enhanced res-
olution NSCAT Av, Ah, Bv, and Bh parameters. Data
are classi�ed by a k-means clustering algorithm that not
only assigns each pixel in the input image to a speci�c
ice type, but iteratively �nds the best cluster centroid lo-
cations in the minimum sum of squared distances sense.
This technique can be used to track dynamic cluster cen-
troids through the seasonal cycle by using the k-means

MY RFY-like SFY-like Nilas-like
Av(dB) -5.14 -14.03 -16.98 -20.97
Ah(dB) -5.34 -13.76 -16.54 -20.16

Bv(dB/deg) -0.169 -0.196 -0.238 -0.252
Bh(dB/deg) -0.146 -0.189 -0.246 -0.258

Table 1: Cluster centroids used in the NSCAT Arctic k-
means ice classi�cation experiment.



Figure 1: Classi�ed Arctic image using NSCAT data for
1997 JD 4-9. The darkest pixels are MY ice, the medium
gray level is RFY-like ice, and the lightest is SFY-like
ice. Nilas-like ice doesn't appear at the printed resolution.

cluster centroids from the previous image period for the
initial cluster centroid estimates of the current image.
The unavailability of accurate ice type reference data

limits the optimization and validation of the algorithm.
It is expected that when this data becomes available, the
parameters of the algorithm can be tuned to produce the
best results possible. Regardless, a high correlation exists
between the NSCAT Arctic MY ice map and the NSIDC
36% MY ice map.
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Figure 2: Map of the NSIDC SSM/I derived MY ice con-
centration over 36%. The black indicates regions with
greater than 36% MY ice concentration. The gray simply
indicates the rest of the ice extent.

Figure 3: Timeseries of NSCAT ice classi�ed images in
the Greenland region. The images are 1997 JD 1-6 (top
left), JD 4-9 (top right), JD 7-12 (bottom left), and JD
10-15 (bottom right).


